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Histograms

Histograms are glorified bar charts. The main difference is that you plot the frequency density rather than the frequency.

Frequency density is easy to find — you just divide the frequency by the width of the corresponding class.

Using frequency density means it's a column’s area (and not its height) that represents the frequency.
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- frequency densit =
. Ireguency density. 7 g‘
LA S RO MO0 R T E.u_s SAMA NNV g,
& 04 > The horizontal axis has a continuous =
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Getting histograms right depends on finding the rtght upper and lower bou ndar:es for each class.

DGUUHESY Draw a histogram to represent the data below showing the masses of parcels (given to the nearest 100 g).

u:ﬂ ::::;f;?fgj 100-200 | 800-400 | 500-700 | 800 - 1100
Number of
:r:ree:s 100 250 600 50

First draw a table showing the upper and lower class boundaries, plus the frequency density:

2 Snallest mass of parcel f:' i iggest mass that i: AN =,
_ that will go in that class. - ~ will go in that class. - 2> Mco — [
/.r’a’in’l[l\%\\\ /ZEI%\\nx\/
Mass of | Lower class Upper class Class ) Frequency density
parcel | boundary (Icb) | boundary (uch) | width | P | = fraquenay + class width
100 - 200 50 250 200 100 0.5
300 - 400 250 450 200 250 1.25 {?z 250 QOO =
500 - 700 450 750 300 600 2
800 - 1100 750 . | #7150 400 50 0.125
\\'\\\9%! LI I A | s, AT RV Tt
= Look — no gaps between — “=1150 — 750 *
a uch and the next lcb, —

Now you can draw the histogram.
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A class with a lower class boundary of 50 g and upper class boundary of 250 g can be written in different ways.

So you might see:  "100 — 200 to nearest 100 g"
"50 < mass < 250"
"50-", followed by “250-" for the next class and so on.

They all mean the same — just make sure you know how to spot the lower and upper class boundaries.
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Stem and Leaf Diagrams

[ Stem and Leaf Diagrams |

Stem and leaf diagrams are an easy way to represent your data.

They come in two flavours — plain and back-to-back.

BV o0d The lengths in metres of cars in a car park were measured to the nearest 10 cm.
Draw a stem and leaf diagram to show the following data: 2.9, 3.5, 4.0, 2.8, 4.1, 3.7, 3.1, 3.6, 3.8, 3.7

It's best to do a rough version first, and then put the 'leaves' in order afterwards.

It's a good idea to cross out the numbers
RS Y I O T N L AN Y AU e N B L A T . 1A A O W il o GO Vi I B OGS VR 7 0 S T I o 3

= My 'stems' are the numbers before the decimal point, and my 'leaves' are the numbers after. = (in pencil) as you add them to your diagram.

s DR R A T O T R o T Ve T R 62O A AN VT O O i

4101, decimal point in or 5 AU s dive g ¢

' | Key 2|9 meansz.gmy
P, 00 T T W0 YO 1 5 T L R L 8 A e S L, S0 5 L G S LU A 2 M

= Digits after the decimal point — this row represents 40 m and 41 m.
P/ A DAY B N L L T 1 L Y P L A Y 0 T O T O Y N O W

IRAR

B 004 The heights of boys and girls in a year 11 class are given to the nearest cm
in the back-to-back stem and leaf diagram below. Write out the data in full.

_\_\_\\1|\\I||[|’Ifi||||l’f|’|'.|'l\\\\\||'||||||}|l|'l’|!|' " -

= First boy, 8]16], has height 168 cm. The boys are read backwards.\i_oﬁ Girls ~
AT =

"HHHHIHIIIIIIHLH.'rur.rlllllll%]'n'\\lt\\ 15 9<:$Izir\st‘gi‘rl,‘|1l5‘|9l,‘h.;slh;zig;ht‘15f9fc;n.:
o Br6 1,59 SR80 LA L A N T
Key 8]16|5 means 9,81 |17.10,2;3,5
Boys 168 cm and girls 165 cm 52(181]0
)
Boys: 168, 171,178, 179, 182, 185, 191 Girls: 159, 161, 165, 169, 170, 172, 173, 175, 180

IDGWIIEAS Construct a back-to-back stem and leaf diagram to represent the following data:
Boys’ test marks: 34, 27, 15, 39, 20, 26, 32, 37, 19, 22
Girls’ test marks: 21, 38, 37, 12, 27, 28, 39, 29, 25, 24, 31, 36

3,9

> Key 0]2|1 means
Boys 20 and girls 21

-~

The 'stems’ represent 10, 20 and 30.

-

-

First things first: remember — there are lies, damned lies and statistics...

Histograms shouldn’t cause too many problems — this is quite a friendly topic really. The main things to remember are to

work out the lower and upper boundaries of each class properly, and then make sure you use frequency density (rather than
just the frequency). Stem and leaf diagrams — hah, they're easy, | do them in my sleep. Make sure you can too.

ST SectioN 1T — REPRESENTATION OF DATA




104

Location: Mean, Median and Mode

The mean, median and mode are measures of location or central tendency (basically... where the centre of the data lies).

IDefmmo ]

You more than likely already know them. But if you don t, learn them now — you'll be needing them loads.

'H-\.,\\\\Iillll

=1 Byl B = The X (sigma) things just mean you add stuﬂc up =
pean= e+ Tl xf ~_— 50 Zx means you aldd‘ up all the values of x. =

where each x is a data value, f'is the frequency of each x-value (the number of times it occurs),
and n is the total number of data values.

Median = middle data value when all the data values are placed in order of size.

Mode = most frequently occurring data value:

\\\\\||||r|#rr}f//

There are two ways to find the median (but they amount to the same thing):  ~ Yinét) st a whole punber take =
Either: find the (" ; I)th value in the ordered list. <& 5 the average of the terms either side. <

Pl 2RIl B Y N Y N N TN N A N T TS ML U T

Or: (i) if 5 is a whole number (i.e. n is even), then the median is the average of this term and the one above.

(ii) if g is not a whole number (i.e. » is odd), just round the number up to find the position of the median.

DENIHEY Find the mean, median and mode of the following list of data: 2, 3,6,2,5,9,3,8,7,2

Put in order first: 2,2,2,3,3,5,6,7,8,9 Mode = 2

Mean= 2424263 £3 45464740849 47  Median = average of Sth and 6th values = 4

E Table Whe Numberoofletters Numberﬁf houses
] ' 1 25
EXAMPI_E The number of letters recewed one day in 100 houses__——p» > 27
was recorded. Find the mean, median and mode of 3 N
the number of letters. 2 9
The first thing to do is make a table like this one: 3 \ 2
I 0 CREL VR T T W .« LS (O S SO S Y S Y
I Number of letters Number of houses fx ~ The number of letters received by each house is
A 3 £ O e T @ discrete quantity (eg. 3 letters). There isn't ‘_'_
? ;; g;; 205 hL“%MuHipb« xby fto~ —  a continuous set of possible values between — _
- aet this column. - ~ etting 3 and 4 letters (e.g. 345 letters). ~
2 27 (63) 54 ’/?,.u.-.”\\\‘/x?x?mrllmq\ T TR
: 3 21 63
I 4
: 3 35 \ S T R O T R R A /-
Put the cumulative frggueﬂcx (running tota) in :
totals 100 213 brackets — it's handy when you're finding the median. —
ST B SRR e, (But you can stop when you get past halfway) _
- Xf=100 = :2#2213}/Kf€fa‘rrll1‘\\\\\\\

//////

The mean is easy — just divide the total of the fx-column (sum of all the data

PRANE LI
values) by the total of the f-column (= n, the total number of data values). et 100 R

To find the position of the median, add 1 to the total frequency (= 27 = ») and then divide by 2.
Here the median is in position: (100 + 1) + 2 = 50.5.

So the median is halfway between the 50th and 51st data values.

Using your running total of £, you can see that the data values in positions 37 to
63 are all 2s. This means the data values at positions 50 and 51 are both 2 — so = Median = 2 letters

@ The highest frequency is for 2 letters — so -~ Mode = 2 letters
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Location: Mean, Median and Mode

B S0 IO SO, LA VR MO T O L /
‘\There aré no QIEUS readlngs

here — each reading's been —
i put into one of these grougs )

If the data s grouped, you can only estimate the mean and median, and identify a modal class. f e R
[TTYVIETE  The height of a number of trees was recorded. Height of tree 5.5 | oo | 11127 1658
The data collected is shown in this table: to nearest m
| Number of trees 26 17 11 6

Find an estimate of the mean height of the trees, and state the modal class.

To estimate the mean, you assume that every reading in a class takes the mid-class value (which you find by
adding the lower class boundary to the upper class boundary and dividing by 2). It's best to make another table...

- - SR A W VT VP T YT A 0T T
!-ticr;etﬁ:;gi:r;e Mld-cle;ss value Numbe} of trees fx > Lower class boundary (Icb) = 2
0.5 275 26 126) 715 <:::» Upper class boundary (ucb) = =
So the mid-class value = (O + 5 5} 2= L 2]
161*1105 183 }? (43) 1112 SRR RN
16 - Zi) 18 6 108 5 : 458.5

The modal class is the class with the highest frequency density. In this example the modal class is 0 - 5 m.

When you have grouped data, you can oniy estim atg the medlan To do thls you use (Ilnear) mterpolatlon

The median position in the above example is (60 + 1) + 2 = 30.5, so the median is the 30.5th reading
(halfway between the 30th and 31st). Your 'running total' tells you the median must be in the '6 - 10’ class.

Now you have to assume that all the readings in this class are evenly spread.

There are 26 trees before class 6 - 10, so Wishofdan—e5 5
the 30.5th tree is the 4.5th value of this class. ol oot | A

| et =
Divide the class into 17 equally wide parts (as there are 17 5.5 10.5
readings) and assume there's a reading at the end of each part. (=lcb) 55+(1x ) 55+2x %) (= uch)

Then you want the '4.5th readmg (Whlch is ‘4.5 x width of 1 part' aiong}

1 Median and M

These three different averages are useful for different kinds of data.

* The mean’s a good average because you use all your data in working it out.
e But it can be heavily affected by extreme values / outliers.

L Gt AL U N R RN e i )

* And it can only be used with guantitative data (i.e. numbers). > See page 109 for =

o ) ~ more about outliers. =
WL IELE The median is not affected by extreme values, so this BRI DA
is a good average to use when you have outliers.

(058 ° The mode can be used even with non-numerical data.

¢ But some data sets can have more than one mode (and if every value
in a data set occurs just once, then the mode isn’t very helpful at all).

| can’t deny it — these pages really are ‘about average’...

If you have large amounts of grouped data (n > 100, say), it’s usually okay to use the value in position 5 (rather than ”TH) as
the median. With grouped data, you can only estimate the median anyway, and if you have a lot of data, that extra ‘half a
place’ doesn’t really make much difference. But if in any doubt, use the value in position 2 ; 1__ that'll always be okay.
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Variation: Interquartile Range

‘Variation’ means how spread out your data is. There are different ways to measure it.

‘ Range :s_

The range is about the simplest measure
of variation you could imagine.

Range = highest value — lowest value

But the range is heavily affected by extreme values, so it isn't really the most useful way to measure variation.

You've seen how the median divides a data set into two halves. Well, the quartiles divide the data into four parts
— with 25% of the data less than the lower quartile, and 75% of the data less than the upper quartile.

There are various ways you can find the guartiles, and they sometimes give different results.

But if you use the method below, you'll be fine.

@) To find the lower quartile (Q,), first work out 7.

(i) if % is a whole number, then the lower quartile is the average of this term and the one above.
(i) if ?;’1 is not a whole number, just round the number up to find the position of the lower quartile.

@ To find the upper quartile (Q,), first work out %rﬂ

(i if %” is a whole number, then the upper quartile is the average of this term and the one above.

(i) if %T” is not a whole number, just round the number up to find the position of the upper quartile.

3N d0A Find the median and quartiles of the following data: 2, 5, 3,11, 6,8, 3,8, 1, 6,2,23,9, 11,18, 19, 22, 7.
First put the listin order: 1, 2, 2, 3,3,5,6,6,7,8,8,9,11, 11, 18, 19, 22, 23

LT S L A M d i

5 igw 18 a5’ lisg ™ Thi redianis:ali =
You need to find Q,, Q, and Q,, so work out =y — and S %n?\n\:nla‘s Q\Q.\ p=
1) —z— is not a whole number (= 4.5), so round up and take the 5th term: @, =3
-2) % is a whole number (= 9), so find the average of the 9th and 10th terms: Qz =%§ =75
3) %T” is not a whole number (= 13.5), so round up and take the 14th term: Q}ﬁ‘l‘l

If your data is grouped, you might need to use interpolation to find the quartiles. See page 105 for more info.

aod N N NN T N pded o o d e

Interquartile range (IQR) = upper quartile (Q,) — lower quartile (Q,) 2 The IQR shows the range of the —
= ‘middle 50%' of the data. =

LR A% AR TR (L6 St I ST T VA VA (R WL W, VR <

(BN RS Find the interquartile range of the data in the previous example.

Q, =3 and Q, =11, so the 'interquartile range = Q, - Q, =11 -3 =8

Sing-a-long-a-stats — “Home, home on the interquartile range...”

Right then... the range and the interquartile range are both measures of how spread out your data is. The range is pretty
crude, though — one freakily high or low value in your dataset and it can become completely misleading. The interquartile
range is much better, and is easy to work out (easyish, anyway). Make sure all this is clear in your head before moving on.
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Cumulative Frequency Graphs

Cumulative frequency means 'running total'. Cumulative frequency diagrams make medians and quartiles easy to find...

The ages of 200 students are shown. Draw a cumulative :

EXAMPLE Biisgeisd ; : , S 11-12 [13-14 [15-16 [17-18
frequency graph and use it to estimate the median age, completed years
the interquartile range of ages, and how many students Nun;ber of 50 65 58 27
have already had their 18th birthday. sucents

® First draw a table showing the upper class boundaries and the cumulative frequency (CF):

Age in completed Upper class Number of Cumulative The first reading in a cumulative frequency table
Yo boundary (ucb) students, f frequency (CF) must be zero — so add this extra row to show the
Under 11 11 0 0 / number of students with age less than 11 is O.
11-12 13 50 50 ) ]
1514 15 65 i el o b ey
15-16 17 58 173
1718 19 27 200 ..‘-_::__:The last number in the CF column should

always be the total number of readings.
People say they're "18' right up until their 19" birthday — so the uch of class 17-18 is 12,

Next draw the axes — cumulative frequency always goes on the vertical axis. Here, age goes on the other axis.
Then plot the upper class boundaries against the cumulative frequencies, and join the points.\

A

To estimate the median from a graph, go to the median position on 200 /
the vertical scale and read off the value from the horizontal axis. 188 /

Median position = § x 200 = 100 so  Median = 14.5 years

Because there are so many data values, and because you can only
estimate the median (since your data values are in groups), you 150

can say that the median is in position 5 instead of ”TH And you
can use a similar approximation for the position of the quartiles.

can join the points with
a curve or straight lines, S

If the data's discrete,
always use straight lines.

R e e

Then you can estimate the quartiles in the same way.
Find their positions first:

Cumulative frequency

Q, position = + x 200 = 50,
and so the lower quartile, Q, = 13 years

Q, position = 3 x 200 = 150, L L
and so the upper quartile, Q, = 16.2 years

i
1
]
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
I
1
1
1
1
i
I
1

I
The interquartile range (IQR) = Q, — Q,. It measures variation. :
The smaller it is the less variation the data has. ol_A S >
RS g 0 10 o 160Q 13 20
IQR=Q,-Q,=16.2-13 = 3.2 years Age :
. i . f\ ;ﬁxl:ovz;y; ;Jif.)tlt};e’ufpglerfclfas/' <
To estimate how many students have not yet had their 18th birthday, go up from 18 s b euch chss =

on the horizontal axis, and read off the number of students ‘younger’ than 18 (= 186). </ /7 /11 18 v 1 vass
Then the number of students who are ‘older’ than 18 is just 200 — 186 = 14 (approximately).

I don'’t like those frequency tables — I've always wanted to live in a classless society...

Cumulative frequency sounds a bit scarier than running total — but if you remember they're the same thing, then that’ll
help. And remember to plot the points at the upper class boundary — this makes sense if you remember that a cumulative
frequency graph shows how many data-values are less than the figure on the x-axis. The rest is more or less easyish.
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Variation: Standard Deviation

Standard deviation and variance both measure how spread out the data is from the mean
— the bigger they are, the more spread out your readings are.

[ = The formula FS ea51er =
- to use in these forms. =

Y ad F

— 2 “ 2
B X =T X 3 : X = = g
Vatisnce.— 2t - Fr Z;? L2 Tl | Varhinke = PI . The x-values are the data, ¥ is the mean,

2L fis the frequency of each x, and n (or )] f)
is the number of data values.

Standard deviation = yvariance

3N ERS Find the mean and standard deviation of the following numbers: 2, 3, 4, 4, 6, 11, 12
1) Find the total of the numbers first: D,x =2 +4+3 +4+4+6 + 11 +12 =42

2X_4_g

2) Then the mean is easy: Mean = ¥ = 5 =

3) Next find the sum of the squares: D x* =4 +9 + 16 + 16 + 36 + 121 + 144 = 346

2
4) Use this to find the variance: Variance = ETI — X = # — 6 = M = %

5) And take the square root to find the standard deviation: Standard deviation = % = 3.66 to 3 sig. fig.

1&)!13 about Stand:
They can ask qu;st:o_r;;t;dut standard deviation in different ways. But you just need to use the same old formulas.

eV igld hemean of 10 boys' heights is 180 cm, and the standard deviation is 10 cm. The mean for 9 girls is 165 cm, and
the standard deviation is 8 cm. Find the mean and standard deviation of the whole group of 19 girls and boys.

® Let the boys' heights be x and the girls' heights be y. R
Write down the formula for the mean and put the numbers in for the boys: = %—— = 180 = 4

And mpGee o ', e _ o Round the fraction to 1 d.p. to give your answer. But if you

need to use the mean in more calculations, use the fraction

(or your calculator's memory) so you don't lose accuracy,

Now the variance

— boys first: = 325000

Do the same for the girls: Variance = &——y2 = »— sxﬁ&t +27225) = 245601

Okay, so the sum of the squares of the helghts of the boys and the glris is: Z;i’ +Z,‘b’i 32500@—1—2456&1 = 570601

oV W T T 0 b AN Y Y AT

= Deon't use the rounded méan 1
i {172 9) — you'll lose accuracy. =

LA S S DA AN IO S O N N . T TR T .,

Phew.

People who enjoy this stuff are standard deviants...
The formula for the variance looks pretty scary, what with the x*'s and ¥'s floating about. But it comes down to ‘the mean of
the squares minus the square of the mean’. That’s how | remember it anyway — and my memory’s rubbish.
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Variation and Outliers

jd-aass Values

With grouped data, assume every reading takes the mid-class value. Then use the frequencies to find ] fx and )] f&*.

3PV 00d The heights of sunflowers in a garden were measured and recorded in the table below.
Estimate the mean height and the standard deviation.

Height of sunflower, & (cm) 150 h< 170 170 h< 190 190< h< 210 210< h< 230
Number of sunflowers 5 10 12 3
Draw up another table, and include columns for the mid-class values x, as well as fx and f&*:

Height of sunflower (cm)| Mid-class value, x £ f 1% fx ﬁfx’ b £ ()
150<h< 170 160 25600 5 800 128000 ot [P, -
170<h< 190 180 32400 10 1800 324000 Bt i VNS
190 <h< 210 200 40000 12 2400 480000
210<h< 230 220 48400 3 660 145200

Totals | 30 (= /)| 5660 (= £/)| 1077200 (= LA

Now you've got the totals in the table, you can = 3
calculate the mean and standard deviation: “Mean =X

) — 189 cmto 3sig fig.

1) An outlier is a freak piece of data that lies a long wayfrom the rest of the readings.
If your data includes outliers, that might affect how you choose to describe or display it.

2) Some measures are more affected by outliers than others. For example, the mean is much more likely to be affected
by outliers than the median, so for data with outliers, the median is usually a better measure of central tendency.

3¢.N1dhA Look at the following data set:  1,2,2,3,3,5,5,5,6,7,7,7,9,9,10,10, 11, 12, 13, 85

The data set has mean 10.6 and median 7.

But that value of 85 is an outlier — it's much bigger than the other values.

If we ignore the outlier, the mean of the other values is 6.68, and the median is still 7
— the outlier has a big effect on the mean, but doesn’t change the median at all.

3) Outliers can make the variance (and standard deviation) much larger than it would otherwise be — which means
these freak pieces of data are having more influence than they deserve. If a data set contains outliers, then a better
measure of variation is the interquartile range.

Let’s look at the variation of the data set above. The variance with the outlier is 302.94, and
without the outlier it's 12.22 — that's a pretty massive difference. On the other hand, the
IOQR with the outlier included is 6 — without it, the IQR is 7.

4) You might also need to think about outliers when you're deciding which sort of graph to use to display your data.

The box-and-whisker plot (see p111) for the data set above would have a really long ‘whisker’ on the right
hand side. You couldn't tell from that whether the values above Q, are evenly spread, or if there’s an outlier.
But you could draw a histogram with a really short, wide bar on the right — this wouldn't tell you for sure
that there was just one outlier, but it would make it clearer there aren’t many values near the top of the range.

‘Outlier’ is the name | give to something that my theory can’t explain...
Measures of location (or central tendency) and variation should capture the essential characteristics of a data set in just one
or two numbers. So don’t choose a measure that’s heavily affected by freaky, far-flung outliers — it won’t be much good.
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oding can make the |

Coding means doing something to every reading (like adding or multiplying by a number) to make life easier.

Finding the mean of 1001, 1002 and 1006 looks hard(ish). But take 1000 off each number and finding the mean of
what's left (1, 2 and 6) is much easier — it's 3. So the mean of the original numbers must be 1003. That's coding.

You usually change your original variable, x, to an easier one to work with, y (so here, if x = 1001, then y = 1).

T PO (T ST T TR A I /
! . 5 x—b & You can addfsubltract a numbér, /:
Write down a formula connecting the two variables: e.g. HlErm - > and multiply/divide by one as well — it all
_ depends on what will make life easiest.
s PN S O (R (G A I A T W S PR U A .
e~ Where ¥ and 7 are the means of variables x and y. s 0 N I gl R e e g
= Note that if you don't multiply or divide 7z
A tion of v — Standard deviation of x's = your readings by anything (ie. fa=1), =
IS standard deviation of YR ST TN ~then the standard deviation isn't changed.
IR AT [ S S B N A T T, U SR T (O Vil
BN IEER  Find the mean and standard deviation of: 1000020, 1000040, 1000010 and 1000050.
The obvious thing to do is subtract a million from every reading to leave 20, 40, 10 and 50.
Then make life even simpler by dividing by 10 — giving 2, 4, 1 and 5.
(1) 5o use the coding: = E=1000000. 7,0 (55 F=1000000 g s ofy=sdohe .\

o T L e
gl : : iy sl sl R, © O
@ Find the mean and standard deviation of the y values: ¥ = 2+4 1‘ s 3 & '/ 4

/5 — 9 =v25 = 1.581t03sig. fig.
@Then use the formulas to find the mean and standard deviation of the original values:

¥ = 10y 4+ 1000000 = (10 X 3)+ 1000000 = 1000030  s.d.of x = 10 x s.d.of y = 10 x 1.58 = 15.8

e, s SO W Wil s [t it MT S ey e Il I 7 F D1 -
= And so variance of the x's = (s.d. of x's)? = (10 x sd. of y's)*
= =10 x (sd. of ¥'s)? = 10? x variance of the y's.

P / ¢ [ Y A B O A | | S | L O U A T B N T 8 N ™S

(il b

This kind of question looks tricky at first — but use the same old formulas and it's a piece of cake.

BV 00d A setof 10 numbers (x-values) can be summarised as shown: =
Find the mean and standard deviation of the numbers. Z(x —10) = 15 and E(x —10)* = 100

@ Okay, the obvious first thing to try is: y= x— 10 —=> That means: »,» = 15 and >y' = 100

@ Work out y and the standard deviation of the y's using the normal formulas: 7 = % - % =1.5

1 R
Variance of y — ZTJ’—}? =10 _15-10-225=775

so standard deviation of y = v7.75 = 2.78 to 3 sig. fig.

@ Then finding the mean and standard deviation of the x-values is easy: ¥ =¥+ 10 = 1.5+ 10 = 11.5

- B A T A I S TN S N iYL S
-

= The sd. of x is the same as the s.d. of ysince —

=3>s.d. of x=s.d. of y = 2.78 to 3 sig. fig.

~  you've only subtracted 10 from every number. =
ST S AR T SNTY A [ O Y B S S, SR T VA e

| thought coding would be a little more... well, James Bond...

Coding data isn’t hard — the only tricky thing can be to work out how best to code it, although there will usually be some
pretty hefty clues in the question if you care to look. But remember that adding/subtracting a number from every reading
won't change the variation (the variance or standard deviation), but multiplying/dividing readings by something will.
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Comparing Distributions

To compare data sets, you need to know how to use all the formulas and what the results tell you.

Box- and whisker plots show the medlan and quartlles in an easy -to- Iook at kmd of way. They Iook like this:

L i T I S N (N O T RN RN AR N T it i

:\ Box-and-whisker plots are L :
Shiton 2 ower : Upper quartile
~ sometimes just called "box plots".- : Median fbes S
I/(J’n’!a’llllll\\l\\\‘- quarﬂle
Lowest value 7
~a 4 Highest value

| | | | | | | | | | | 1 |
] | ] O T [ <) P A =]
00 2. 4 w6 & 0 42014 to 18 20 22. 24 26

ALWAYS DRAW A SCALE

Calculator Paper Non-calculator paper

This table summarises the marks obtained in £8 Dirdmin 12
Maths “calculator” and ‘non-calculator’ papers. ig Lm:’;’“m“’.“ &2

; ) . quartile, Q, 35

C.Oi"l"l.par‘t? the location and variation of the 7 Median, O, 2
distributions. 70 Upper quartile, Q, 56
55 Mean 46.1

21.2 Standard deviation 17.8

Location:  The mea_n, the median and the quartiles Although the maximum mark on the non-calculator paper
qre all higher for the calculator paper. ; &&= was higher than the maximum mark on the calculator
This means that scores were generally higher paper, this doesn't say anything about the results generally.

on the calculator paper.
Variation: The interquartile range (IQR) for the calculator paper is Q, - Q, = 70 - 40 = 30.

The interquartile range (IQR) for the non-calculator paper is Q, - Q, = 56 - 35 = 21.
The range for the calculator paper is 78 — 28 = 50.
The range for the non-calculator paper is 82 — 12 = 70.

The IOR and the standard deviation are both bigger for the calculator paper, so it looks like the
scores on the calculator paper are more spread out than for the non-calculator paper.

Although the range is bigger for the non-calculator paper, this might not be a reliable guide to the
variation since the data may well contain outliers.

D GUNEEY Compare the distributions represented by the box-and-whisker plots below.

Distribution 1:  pb———____ [}
Distribution 2: {11 I

Location:  The median and the quartiles are higher for Distribution 1, showing
that these data values are generally higher than for Distribution 2.

iation: The interquartile range (IQR) and the range for Distribution 1 are bigger, showing
that the values are more varied for Distribution 1 than for Distribution 2.

That’s the end of the Data section — hurrah for that...

On exam day, you could be asked to compare two distributions. Just work out any measures of location and variation
you can. Then say which distribution has a higher value for each measure, and what it means — e.g. a higher variance
means the values are more spread out, while a higher mean means the scores are generally higher. And so on.
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Random Events and Venn Diagrams

Random events happen by chance. Probability is a measure of how likely they are. It can be a chancy business.

1) Inatrial (or experiment) the things that can happen are called outcomes (so if | time how long it takes to eat
my dinner, 63 seconds is a possible outcome).

2) Events are 'groups' of one or more outcomes (so an event might be 'it takes me less than a minute
to eat my dinner every day one week').

3) When all outcomes are et;uailih ki’l!’ you can work out o plevent) = Number of outcomes where event happens
Total number of possible outcomes

.....‘_.,

SN0 Suppose I've got a bag with 15 balls in — 5 red, 6 blue and 4 green.

If I take a ball out without looking, then any ball is equally likely — there are 15 possible outcomes.
Of these 15 outcomes, 5 are red, 6 are blue and 4 are green. And so...

P(red ball) = 15 ; Piblue ball) = ’l% = % Ptred or green ball) = % %

If I then do 90 trials (i.e. | pick a ball out 90 times, replacing the ball each time), then | would expect to pick:

a red ball % x 90 = 30times  ablue ball %- X 90 = 36 times either a red or a green ball % X 90 = 54 times

You can also use relative frequencies to assign probabilities
— you use the results of trials you've already carried out.

Drawing the sample space (called S) helps yo; count the outcomes you're interested in.

et old The classic probability machine is a dice. If you roll it twice, you can record all the
possible outcomes in a 6 x 6 table (a possible diagram of the sample space).

Number of trials where event happened

L P(event) =

Total number of trials carried out

There are 36 outcomes in total. You can find probabilities by counting

the ones you're interested in (and using the above formula). For example:

(i) The probability of an odd number and then a '1'. There are 3
outcomes that make up this event, so the probability is: 36 = %

(ii) The probability of the total being 7. There are 6 outcomes that

correspond to this event, giving a probability of: =

3 6 6 First roll
Egrams show which

Say you've got 2 events, A and B — a Venn diagram can show which outcomes satisfy event A, which satisfy B,
which satisfy both, and which satisfy neither.
(i) All outcomes satisfying event A go in one part of the diagram, and all outcomes ===
satisfying event B go in another bit.
(ii) If they satisfy 'both A and B', they go in the dark green middle bit, written A 1 B
(and called the intersection of A and B).
(iii) The whole of the green area is written A U B — it means 'either A or B' (and is called the union of A and B).

A& Shows total of 7

@® Odd on 1st roll,
1 on 2nd roll

Second roll

Again, you can work out probabilities of events by counting outcomes and using the formula above.
You can also get a nice formula linking P(A N B) and P(A U B).

If you just add up the outcomes in A and B, you end up
P{A U B) = P(A) W P(B} i P{A n B) counting A (1 B twice — that's why you have to subtract it.

3 a0d !f youroll a dice, event A could be 'l get an even number’, and
B 'l get a number bigger than 4'. The Venn diagram would be:

= | - 2y bl =1 T
P(A)—6—2 P(B)_6_3 P(AQB)—-& P(AUB)—6—3
5, W VIR I S S WY I R L R T T Y U PN B i e T Vo L I L S IS I A IR O L L ) L
= Here, I've just counted outcomes — but | could have used the formula. =
/.fl|HI|I||1I|1||1\\\\\”|H|HI11I!II|1\\\\\\\
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Random Events and Venn Diagrams

You can also use Venn diagrams to show probabilities...

2 %00 HEY A survey was carried out to find what pets people like.

The probability they like dogs is 0.6. The probability they like cats is 0.5. The probability they like gerbils is 0.4.

The probability they like dogs and cats is 0.4. The probability they like cats and gerbils is 0.1, and the probability they
like gerbils and dogs is 0.2. Finally, the probability they like all three kinds of animal is 0.1.

You can draw all this in a Venn diagram. (Here I've used C for 'likes cats', D for 'likes dogs' and G for 'likes gerbils'.)

Stick in the middle one first — 'likes all 3 animals' (i.e. C N D N G).

Then do the 'likes 2 animals' probabilities by taking 0.1 from each of the given 'likes 2
animals' probabilities. (If they like 3 animals, they'll also be in the 'likes 2 animals' bits.)

Then do the 'likes 1 kind of animal' probabilities, by making sure the total probability
in each circle adds up to the probability in the question.

Finally, subtract all the probabilities so far from 1 to find ‘likes none of these animals’.

(D From the Venn diagram, the probability that someone likes either dogs or cats is 0.7.
@ The probability that someone likes gerbils but not dogs is 0.2.

A ﬁ@ You can work out the probability that
@W& a dog-lover also like cats by ignoring A
everything outside the ‘dogs’ circle. =g, 0
A

P(dog-lover also like cats)
i 0.3 +0. 3
T 03+0T4+0T+01" 3 L2,

An event A will either happen or not happen. The event 'A doesn't appen' is called the complement of A (or A").
On a Venn diagram, it would look like this (because A U A" =S, the sample space): =—==gp.
At least one of A and A' has to happen, so... Al

P(A)+PAY =1 eor PA")=1-PA)

BV o0d A teacher keeps socks loose in a box. One morning, he picks out a sock. He calculates that the probability
of then picking out a matching sock is 0.56. What is the probability of him not picking a matching sock?

Call event A 'picks a matching sock'. Then A' is 'doesn't pick a matching sock'. Now A and A' are complementary
events (and P(A) = 0.56), so P(A) + P(A') =1, and therefore P(A")=1-0.56 = 0.44

A

If two events can’t both happen at the same time (i.e. P(A N B) = 0) th-ey're called mutually exclusive (or just 'exclusive’).

If A and B are exclusive, then the probability of A or B is: P(A U B) = P(A) + P(B). < Use the formula from page 115,
More generally, but put P(A N B) = 0.

For n exclusive events (i.e. only one of them can happen at a time):
P(4 U4, U ..U4)=P(4)+ P(4)+ .. +P(4.)

3910304 Find the probability that a card pulled at random from a standard pack of cards (no jokers)
is either a picture card (a Jack, Queen or King) or the 7, 8 or 9 of clubs.

Call event A — 'l get a picture card', and event B — 'l get the 7, 8 or 9 of clubs'.
Events A and B are mutually exclusive — they can't both happen. Also, P(A) = 12 = % and P(B) = % :

52
So the probability of either A or B is: P(A U B) = P(A) + P(B) = 12 + 2 = 13

Two heads are better than one — though only half as likely using two coins...

I must admit — I kind of like these pages. This stuff isn’t too hard, and it’s really useful for answering loads of questions.
And one other good thing is that Venn diagrams look, well, nice somehow. But more importantly, when you're filling
one in, the thing to remember is that you usually need to ‘start from the inside and work out’.
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Tree Diagrams

Tree diagrams — they blossom from a tiny question-acorn into a beautiful tree of possibility. Inspiring and useful.

ge Diagrams Show |

Each 'chunk' of a tree dlagram is a trial, and each branch of that chunk is a possible outcome.
Multiplying probabilities along the branches gives you the probability of a series of outcomes.

[SPVYTNY  f Susan plays tennis one day, the pro_b:abi[ity that she'll play the next r:iay is 0.2.
If she doesn’t play tennis, the probability that she'll play the next day is 0.6.

She plays tennis on Monday. What is the probability she plays tennis:

(i) on both the Tuesday and Wednesday of that week?
(i) on the Wednesday of the same week?

: : * Notice that these add up to 1. -
Let T mean 'plays tennis' (and then T' means 'doesn't play tennis'). mou'nc? ubua't-nfs-e-famnuup O s

(i) Then the probability that she plays on Tuesday Wednesday
and Wednesday is P(TandT) =0.2 x 0.2 = 0.04 02— T P(TandT)=0.2 x 0.2 = 0.04

(multiply probabilities since you need a series of {oosiiocd
outcomes — T and then T). 0.2

Monday OB T P(TandT)=02x0.8=0.16

(i) Now you're interested in either P(T and T) or (plays

P(T' and T). To find the probability of one event or  tennis) T
; T P(T'andT)=0.8 x 0.6 = 0.48
another happening, you have to add probabilities: 0.8 28
g y T}/

P(plays on Wednesday) = 0.04 + 0.48 = 0.52.

k T P(T'andT') = 0.8 x 0.4 =0.32

EXAMPLE A box of biscuits contains 5 chocolate biscuits

and 1 lemon biscuit. George takes out 3 biscuits 3rdpick o 4 4
at random, one at a time, and eats them. 2nd pick 3 Clisas s
a) Find the probability that he eats 3 chocolate biscuits. 1st pick VC I~ [Ese
b) Find the probability that the last biscuit is chocolate. s ~C ; g
2 b e Caxlxi

Let C mean 'picks a chocolate biscuit' and L mean 'picks the lemon biscuit'. Catas

After the lemon biscuit there are only chocolate biscuits left, i

so the tree diagram doesn't 'branch’ after an 'L". # = C ! C % x1x1

a) Three chocolate biscuits is shown by only one 'path‘ along the branches.

3_60 _ 1
P(Cand Cand C) = >< XZ=10=73

b) The third biscuit being chocolate is shown by 3 'paths' along the branches — so you can add up the probabilities:

P(thirdbiscuitischocolate}=(%x%x%)-i—(%x%x 1)-[—(-2,—)(1 ¥ 1)=%+%+%=—

There's a quicker way to do this, since there's only one outcome where the chocolate isn't picked last'
P(third biscuit is not chocolate) = >< “ X 4 6' so P(third biscuit is chocolate) = 1 — — = g

S, TR TRk U R I S i Y B e ! L //
= Working out the probability of the complement of —

~ the event you're interested in is sometimes easier.
E i SR S A SRR [P G (R L (R A T ) AT T

In the above example, each time George takes a biscuit he eats it before taking the next one (i.e. he doesn't replace it)

— this is sampling without replacement. Suppose instead that each time he takes a biscuit he puts it back in the box
before taking the next one — this is sampling with replacement. All this means is that the probability of choosing a
particular item remains the same for each pick.

So the probability that George picks 3 chocolate biscuits is slightly

greater when sampling is done with replacement. This makes sense

because now there are, on average, more chocolate biscuits available
for his 2nd and 3rd picks, so he is more likely to choose one.

So part a) above becomes:

P(Cand Cand €)= 2 X 2 X

12
1

w

1

ot s

=

@l

5]
=3l
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Conditional Probability

After the first set of branches, tree diagrams actually show conditional probabilities. Read on...

[T P(BIA) means Probability ¢

Conditional probability means the probability of somethmg, given that something else has already happened
For example, P(B|A) means the probability of B, given that A has already happened. Back to tree diagrams...

/LE”\//‘B If you multiply probabilities along the branches, you get:
A
\

g ebAmibi=2P(4 N B) = P(4) x P(B|4)

P(B'|A)
You can rewrite this as:
P(BIA") B
These are conditional probabilities, since : P{ A)
something (A’ here) has already happened — P(B'|A') B

3941404 Horace either walks (W) or runs (R) to the bus stop. If he walks he
catches (C) the bus with a probability of 0.3. If he runs he catches it with
a probability of 0.7. He walks to the bus stop with a probability of 0.4.
Find the probability that Horace catches the bus.

P(C) _‘P(CQW} +P(C N Ry \\ 'Fhls\ is\ e;si:zrito] ﬂ)‘ﬂ;w;if ;fou’ rr‘;atzh/_’_
= P(W) P(C|W) + P(R) P(C|R) ‘.=:, each part of this working to the —

probabilities in the tree diagram. .

045 03) 106 %07)=0125042=054" ~ 1/ 1 /11 A8 1 vaas

I-Co::ditional_ on

If B depends on A then A depends on B — and it doesn't matter which event happens first.

BV hd Horace turns up at school either late (L) or on time (L'). He is then either shouted at (S) or not (5').
The probability that he turns up late is 0.4. If he turns up late the probability that he is shouted at is 0.7.
If he turns up on time the probability that he is shouted at is 0.2.

If you hear Horace being shouted at, what is the probability that he turned up late?

\.\\Il\ L R O A B e R R T N L W T O A R N R R B B A R B R Y

1) The probability you want is P(L [ S). = Get this the right way round — he's already being shouted at. ;E

NN R R RN N N e R R

2) Use the conditional probability formula: P(L | S) = ““‘—P(IF;(QJS)
3y Thebest way to find P(L N S) and P(S) is with a tree diagram, ys PLNS) =04x0.7=0.28

Be careful with questions like this — the information in the question tells you
what you need to know to draw the tree diagram with L (or L") considered first.

0.4

L
o—¢

02 ~-SPL'NS)=06x%x02=0.12
L'-/
% gt

But you need P(L|S) — where S is considered first. So don't just rush in.

P(LNS)=0.4 x0.7=0.28
PS) =PLNS)+PL NS)=0.28+0.12 =0.40
4) Put these in your conditional probability formula to get:

Pt 1= 32 = 07 T s o 25 051208

ijrmufa for Working tt

This formula will be on the T
formula sheet in your exam. P(4|B)= P(g(g)‘?) = P(B|A)P(4) e This is biélfa“)’ th‘ih
_ P(B|A)P(A4)+ P(B| 4 )P(A4") same working as wi
Here, this gives: /the tree diagram above.
Pz $)=PEOS) _ P(S|L)P(L) i 028
P(S) ~ P(S|L)P(L)+ P(S|L)P(L) (07 xo ) (02 x0.6) 04
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Independent Events

lndent Events' ve |

If the probability of B happening doesn t depend on whether or not A has happened then A and B are independent.

1) If A and B are independent, P(A | B) = P(A).
2) If you put this in the conditional probablllty formula, you get: P(A | B) = P(A) = %

Or, to put that another way:

For independent events: P(A N B) = P(A)P(B)

2G04 Y V and W are independent events, where P(V) = 0.2 and P(W) = 0.6.
a) Find P(V N W). b) Find P(V U W).

a) Just put the numbers into the formula for independent events: P(V N W) =P(V)P(W)=0.2 x 0.6 =0.12
b) Using the formula on page 115: P(V U W)= P(V)+P(W) — P(V N W)=0.2+0.6 — 0.12 = 0.68

Sometimes you'll be asked if two events are independent or not. Here’s how you work it out...

301404 You are exposed to two infectious diseases — one after the other. The probability you catch the first (A)
is 0.25, the probability you catch the second (B) is 0.5, and the probability you catch both of them is 0.2.

Are catching the two diseases independent events?

You need to compare P(A | B) and P(A) — if they're different, the events aren't independent.

P(A | B) = Eggzg")—@ Q_% = 0.4 P(A) = 0.25 P(A|B)and P(A) are different, so they’re not independent.

n 5 T 1

EIVIZRY A and B are two events, with P(A) = 0.4, P(B | A) = 0.25, and P(A’ ) B) =
a) Find: () P(ANB), (i) P(A), (i) P(B' | A), (i) P(B|[A), (v)PB), (vi)P(A|B).
b) Say whether or not A and B are independent.

P(A 1B
a) i) PB|A = P(’F}(Q)B} = 0.25, 50 P(A 1 B) = 0.25 x P(A) = 0.25 x 0.4 = 0.1 e
i) PfAfj =1 —F{ﬁ) e 1 _0,4,—. 0‘6 \\ﬁ\\ \}e;nlld?aér;nlw Isolr'nlet!initesr mllal:e; Et/ 4
L G S T = i easier to see what's going on. =
iii) P(B"[A)=1-P(B|A)=1-0.25=0.75 + Fillitin as you f Fnd anything out »l
K rd / f 1 { IV 0 S I
; ol By S PB ) PB A)F1-- D S T N R
iv) P(B I A')=w=02 __=_.l ‘"CE ( l 2 l 2.5 > From (i) P{.MA M B)=01s0
: P(A") 06 3"‘@‘-“-:5 P{B ﬂ A) = P(A‘ N B) - you know this must be 03. =

V) P(B} = P(B | A)PU\) = P(B |A )P(A’) = (0.25 x 0.4) +( X 0. 6) 0.3 '<§:-3 Or use the Venn dlagram

\
vi) F(A 'B} P(Apl Bﬁ 6:31 :\ \Or\you r_\ou\ld lsa)]( that P{A ﬂ B} = 01 whlie f
e Fi’ P(B) _PIAJP(B) = 04 x O3 = 012 — they're different, —
~  which shows A and B are not independent.  ~
P! S (O G O A o J50 O TN N SR e T, YO s, YO, . .
b) If P(B | A) = P(B), then A and B are independent.

But P(B | A) = 0.25, while P(B) = 0.3, so A and B are not independent.

Statisticians say: P(Having cake (N Eating it) = O...

Probability questions can be tough. For tricky questions like the last one, try drawing a Venn diagram or a tree diagram,
even if the question doesn't tell you to — they're really useful for getting your head round things and understanding what on
earth is going on. And don't forget the tests for independent events — you're likely to get asked a question on those.
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Arrangements and Selections

This page is a bit of a gentle introduction to this topic — it's basically about counting things.

mnt Objects can be

There are n! (“n factorial”) ways of arranging n dmuent ob]ects where u' =nxn-1)xn=2)x

. R me

13 GNUEES In how many ways can 4 different ornaments be arranged on a shelf?

You have 4 choices for the first ornament, 3 choices for the second ornament,
2 choices for the third ornament, and 1 choice for the last ornament.

So there are 41 =4 x 3 x 2 x 1 = 24 arrangements.

!Dw:de by rlifr

If » of your n objects are identical, then the total number of possible arrangements isn! < rl

(D ENES In how many different ways can 5 objects be arranged in a line if 2 of those objects are identical?

Imagine those 2 identical objects were different.
Then there would be 5! =120 possible arrangements.

But because those 2 objects are actually identical, you can always
swap them round without making a different arrangement.

So there are really only 120 + 2 = 60 different ways to arrange the objects

mgement Questions

Some arrangement questions are a blt more comohcated

For example, you might have more than one group of identical objects.

25U In how many ways can the letters of the word STEEPLES be arranged?

Start by pretending the various S's and E’s are different. Then there would be 8 choices for the first letter,

7 for the second, and so on. This would give 8! = 40 320 arrangements.

But in fact, you can swap those two S's around without getting a different arrangement, so divide by 21.

And you can swap the three E’s about too, so divide by 3!. This means there are % = 3360 arrangements.

Some questions will put restrictions on the order you can arrange the objects in.
W HEE Alice, Bernie, Camilla and Dave are going to sit on a 4-person bench, but Dave
doesn’t want to sit next to Bernie. How many acceptable arrangements are there?

First, you need to choose someone for the first seat — but there are two cases:
Either: (i) Dave or Bernie is in this first position, Or: (ii) Alice or Camilla is in this first position.

(i) Choose Dave or Bernie for position 1 (= 2 choices). Then there are also 2 choices for who sits in the next seat

(i.e. Alice or Camilla). Now there are no more restrictions — you have 2 choices for  ~Otherwise theyll be together -
Position 3 and 1 choice for Position 4 — giving 2 x 2 x 2 x 1 = 8 arrangements. g in the last two places. =

(i) Choose Alice or Camilla for position 1 (= 2 choices). The next person must then be Dave or Bernie (= 2 choices).
The next person must be either Alice or Camilla (whoever isn’t in position 1) — so you have only 1 choice.
And you also have only 1 choice for Position 4. This means there are 2 x 2 x 1 x 1 = 4 arrangements.

This gives a grand total of 8 + 4 = 12 possible arrangements altogether.

You can use your fingers and toes for counting up to 5! + 3!...
Hopefully that didn’t seem too bad. But statistics (like maths generally) is one of those subjects where everything builds on
what you've just learnt. So you need to commit all this to memory, and (preferably) understand why it’s true too.
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Arrangements and Selections

Choices. That's what this page is all about. Bear that in mind when | tell you that you must read all this very carefully.

First of aII you need to know that a permutangn is an arrangement of things where the order matters.
So AB and BA are different permutations of the letters A and B, for example.

%1488 How many 3-digit permutations using the numbers 0-9 are there, if each digit can only appear once?

You have J_O_dl(.)_i_cgs for the first dlgit 9 choices chowes for the second digit, and 8 choices for the third digit.
So there are 10X 9% 8= 720 d cocs .

\|l|.r.raf:f/

Alwa_ys count the 'choices’ Z

tIO><9X8X7>( X:I,;_"TO! 10! ~ you have at each point. =

—_— = —— ol AT I Rl e T S T O WY, . ™

7X6X..x1 70 T (10—=3)F

This is jus

y 7 q . ) N | ':\\\.\|,_r,.,,,,J
When choosing r objects from n, the number of possible permutations is: P, = —%=— ~Most calculators have a~
(n—r)! ~ button for finding "P.

0 U O O A T T T T T

‘Eombination,? i

In a combination, the order of things isn’t important. So AB and BA are actually the same combination of A and B.

GRS How many 3-digit combinations using the numbers 0-9 are there, if each digit can only appear once?

From the example above, there are 720 permutations with 3 digits. But think of the permutation 123 —
this is the same combination as 321. In fact, it’s the same combination as any rearrangement of the digits
1,2 and 3 (and there are 3! = 3 x 2 x 1 = 6 permutations (or arrangements) of the digits 1, 2 and 3).

10! 10!

So the number of combinations of 3 digits must be 720 + 6 = 120 . This is 5131 m

Combinations IRy
|~ Your calculator

" will have a button -

:For finding ”C{ too. .

w0 ST R R T T T

The vaiues of C for any partlculaf values of r and n are called b:nomzai coefﬁments
They're useful for arrangement questions with two different types of object.

3.0 40 a) In how many different ways can n objects of two types be arranged if r are of the first type?
b) How many ways are there to select 11 players from a squad of 162

a) If the objects were all different, there would be n! ways to arrange them. But r of the objects are of the

same type and could be swapped around, so divide by r!. Since there are only two types, the other (n — r)

could also be swapped around — so divide by (n— r)!. This means there are ;#I_'gi arrangements.
b) This is basically a ‘combinations’ problem. Imagine the 16 players are lined up — then you could
‘pick’ or ‘not pick’ players by giving each of them a sign marked with a tick or a cross.

So just find the number of ways to arrange 11 ticks and 5 crosses — this is G?) =

In the Exam, you’ll have no choice but to answer a question on this topic...
You must learn all this business about permutations and combinations. Once you've done that, you can calculate how
many tickets you'd need to buy to be certain of winning the lottery jackpot. Quite a few, I'm guessing.

S1 SEcTioN 2 — PROBABILITY
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Arrangements and Selections

Now you know all about arrangements, permutations and combinations, here’s the fun bit.
And by ‘the fun bit’, | mean ‘the bit where you use them in probability questions’.

[MProbability Questio

Probability questions involving arrangements, combinations and permutations are pretty straightforward.
They involve random events, so you can use the formula from p115 — you just need to decide the best way
to calculate the number of possible outcomes and the number that match your event.

DN dNA Pete is on an all-fruit diet, and is going to eat an apple, an orange, a banana, a peach
and a pear for his lunch. He eats them one at a time, and selects which one to eat next
at random. What is the probability that Pete eats the apple first and the banana last?

The total number of possible arrangements of the 5 pieces of fruit is (5! = 120..

Now we need to find how many of those have the apple first and the banana last.
As the first and last positions are fixed, that means we're looking for the number
of ways of arranging the orange, peach and pear in the 2nd, 3rd and 4th places.

So the number of arrangements with the apple first and the banana lastis 31=6.

So P(apple first and banana last) = :;= -f‘ﬁ

(001408 Emma has 10 cards marked with the digits 0-9.
She picks 4 cards at random without replacing them.
What is the probability that she only picks odd numbers?

To find the probability, we need to divide the number of possible selections that are
all odd by the total number of possible selections.

The order the cards are picked doesn’t matter, so this is a combination question.

The total number of possible combinations of 4 cards from 10 is 1°C, = % =200

If all the numbers are odd, then there are only 5 cards she could pick.

The number of possible combinations of 4 cards from 5 is °C, = -1,5—:“ = R

So P(picking only odd numbers) = 2_?"(5 = 3_32 g

2 CNIERS Four letters are picked at random without replacement from the letters
A-H and displayed in the order they are chosen. What is the probability
that the letters ABCD are displayed in alphabetical order?

The order in which the letters are picked matters here, so we need
to find the number of permutations of 4 letters from 8. This is:

8l _
41 = 1680 SALS VLA L ad y ARl &7 o
i _ : ~ You'd get the same answer if you did this with a tree diagram:
Theres 0n|y 1 pgrmgtaLIQI[WIth ABCD in a]phabetica| Order, B P(A with 1st plck) o %' P(B with 2nd pltk] = %‘ and so on,

B : A 1 telat 9
50 P(ABCD displayed in order) = 1618(] , 50 P(ABCD displayed in order) = 3 ¥ 7 4 4 ¥ 5 = 7680
\

1
s e ) T 1 P T T VO Y V) A PR B P O O

O I T

Mind your Ps and Cs...

You might see Hollywood actors or famous rock stars mixing up combinations and permutations and think it’s a cool thing
to do. But it’s not — nobody will be impressed if you do it. Seriously, | know | only said it a page ago, but it's important to
learn the difference between them — there’s a really good chance they’ll come up on your S1 exam.

S1 Section 2 — ProBABILITY
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Probability Distributions

This stuff isn't hard — but it can seem a bit weird at times.

This first blt isn't partlcularly interesting. But understandmg the difference between X and x (bear with me)
might make the later stuff a bit less confusing. Might.

1) X (upper case) is just the name of a random variable. So X could be 'score on a dice' — it's just a name.

2) A random variable doesn't have a fixed value. Like with a dice score — the value on any 'roll' is all down to chance.

3) x (lower case) is a particular value that X can take. So for one roll of a dice, x could be 1, 2, 3, 4, 5 or 6.

4) Discrete random variables only have a certain number of possible values. Often these values are whole numbers, but
they don't have to be. Usually there are only a few possible values (e.g. the possible scores with one roll of a dice).

5) A probability distribution is a table showing the possible values of x, plus the probability for each one.

6) A probability function is a formula that generates the probabilities for different values of x.

For a discrete random variable X:

e, i, 1, T, VY MR TS S T T G A S CINY T i L

""""" - — This says that if you add up the probabilities f;
ZP(X x) L = 1 —  of all the possible values of X you get 1. =

a.|‘.,( = R O IR SO GO O R IO TN S R A e

2500483 The random variable X has probability function P(X =x) = kx forx =1, 2, 3. Find the value of k.

So X has three possible values (x = 1, 2 and 3), and the probability of each is kx (where you need to find k).

It's easier to understand with a table; x 1 2 3
P(X=x) kx1=k kx2=2k kx3=3k

Now just use the formula: ZP(X:x} =1 Here, this means:  k+ 2k + 3k=6k=1

“allx

e k= 5 Piece of cake.

DN IdAA The discrete random variable X has the probability distribution shown below.

% 0 1 2 3 Bl
P(X = x) 0.1 0.2 0.3 0.2 a

Find: (i) the value of @, (ii) P(X>2) (iii) P2 < X < 4).

(i) Use the formula 3 P(X =x) = 1 again.

allx

From the table:

(ii) This is asking you to fmd the probabmty that ‘X is greater than 2".
So you need to add up the probabtllties for x=3 and x = 4.

(i) This is asking for the probability that ‘X is greater than or equal to 2, but less than 4’

Easy — just. add Lup the probab:[rt:es agam B il itk the redosti dians —

~ you need to include x = 2 but not x= 4~

"B S O S N N TP AR U1 N PR L VIR S TR MR W,

S1 Section 3 — DiscreTe RANDOM VARIABLES



126

Probability Distributions

An unbiased six-sided dice has faces marked 1, 1, 1, 2, 2, 3.
The dice is rolled twice. Let X be the random variable "sum of the two scores on the dice".

Show that P(X = 4) = .. Find the probability distribution of .

Make a table showing the 36 possible outcomes.
You can see from the table that 10 of these have the

outcome X' =4

@

Use the table to work out the probabilities
for the other outcomes and then fill in a table
summarising the probability distribution. So...

e 100G 55
S0 36 18 = % of the outcomes are a score of 2
s SCOTO" r;“ s pvaiiait; ol . % of the outcomes are a score of 3
1k 24, 2. W2 St - 2 Dot forget to change i % of the outcomes are a score of 5
N g2 2 2 3 3 4 ~ the fractions into their — g . "
= - : = .. —— of the outcomes are a score 0
€1lz 2 arv3rgey R N 36
223 3 3 AR 5 : :
E 213 3 3 4 4 ) 5 : 2 - :
b [ [ 15 [ =%
“lonmmemm 5 5 6 PIX = x) 4 3 18 9 36

momplfcatei:'

A game involves rolling two fair dice. If the sum of the scores is greater than 10 then the player wins 50p.
If the sum is between 8 and 10 (inclusive) then they win 20p. Otherwise they get nothing.
If X is the random variable "amount player wins", find the probability distribution of X.

There are 3 possible values for X (0, 20 and 50) and you need the probability of each.
To work these out, you need the probability of getting various totals on the dice.

You need to know P(8 < score < 10) — the probability that the score is between 8 and 10 inclusive
(i.e. including 8 and 10) and P(11 < score < 12) — the probability that the score is greater than 10.

This means working out: P(score = 8), P(score = 9), P(score = 10), P(score = 11) and P(score = 12) . Use a table...

Score on dice 1

@

There are 36 possible outcomes...

+] 1 4
3= i i = 2 /5 of these have a total of 8 — so the probability of scoring 8 is 3_56
’;‘d | (T VARER "8 R g ...4 have a total of 9 — so the probability of scoring 9 is %
= . : N
'g 314 5 6 7 8 19 . theprobability of scoring 10 is 36
IR gy 10 «—..the probability of scoring 11 is =
S e 5 g 10 giige PO B Iias
617 8 9 10 11 12===. the probability of scoring 12 is 3
@ To find the probabilities you need, you just add the right bits together:
P(X = 20p) = P(8 < score < 10) = %+§4§ +§%=% =1 PX=50p)=P(11 <score<12) = Ete=5= &

To find P(X = 0) just take the total of the two probabilities above from 1 (since X = 0 is the only other possibility).

WG I, QR 1 Tl - S | (R

PE=0r= 1 [ag ¥ gl == iR e T97
Now just stick all this info in a table (and > s 0 20 50
check that the probabilities all add up to 1): P(X = x) % J3_ &

Useful quotes: All you need in life is ignorance and confidence, then success is sure’...
I said earlier that the ‘counting the outcomes’ approach was useful — well there you go. And if you remember how to do
that, then you can work out a probability distribution. And if you can work out one of those, then you can often begin to
unravel even fairly daunting-looking questions. But most of all, REMEMBER THAT ALL THE PROBABILITIES ADD UPTO 1.

S1 SectioN 3 — DiscrReTE RANDOM VARIABLES * Mark Twain



127

Expected Values, Mean and Variance

This is all about the mean and variance of random variables — not a load of data. It's a tricky concept, but bear with it.

You can Work out the expected value (or ‘mean’) ELX) for a discrete random vanableX :;\,\ \R\ \ ‘b‘ ldl 1 Kl
emember, 'discrete’ just

E(X) is a kind of 'theoretical mean' — it's what you'd expect the mean of X to be if you > B l take =
took loads of readings. In practice, the mean of your results is unlikely to match the TSIl Y s =
~ certain number of values. =

theoretical mean exactly, but it should be pretty near. S g o o &

If the possible values of X are x,, x,, x,,... then the expected value of X is:

1
AN R

‘Mean = Expected Value, E(X) = TxP(X = x) = Yxp <o p, - P(X~

39V 1J0d The probability distribution of X, the number of
daughters in a family of 3 children, is shown in

the table. Find the expected number of daughters. P

o

ol | B
osl= |

oal—
o | —

Mean:Zx;p¢=[OX%]+[l x%]+[2x%]+[3 x%]:0+%+%+§-=1—§-=1.5

But all it means is that if you check a I_erv number of 3-child families, the mean will be close'to 1.5.

Enan ce measur eS’

You can also find the variance of a random variable. It's the expected variance' of a iargo number of readings.

This formula needs E(X?) = 3 x'p: — take each
4 m ) [E X)] Ex’ P EIP possible value of x, square it, multiply it by its

probability and then add up all the results.

DEYWIMRY Work out the variance for the '3 daughters' example above:

ST U K v
First work out E(X?): E(X?) = Y x2p = [07? x 1 1% 3 22 a2 < The standard dewgtlo (sd) ofa
) Ex 4 [ 8] - [ 8] +[ ] [ ] i ~ random variable is the square root —

24 # fits 1 -'.d.Z-gG X :
—0+ + +8 ?—3 /?Lrvalrlar‘ml:erH\ \a\r(\Z\

Now you take away the mean squared: Var(X) = E(X?) - [E(X)]*=3 - 1.5?=3 - 2.25 = 0.75

2 e140d X has the probability function P(X =x) = k(x+ 1) forx=0, 1, 2, 3, 4.
Find the mean and variance of X.

® First you need to find k — work out all the probabilities and make sure they add up to 1.
PX=0)=kx(0+1)=k Similarly, PX=1)=2k P(X=2) =3k PX=3)=4k P(X=4)

R 2p =5k
So k+2k+3k+4k+5k=1,i.e. 15k=1, and so f*-' ﬁ <::‘|Now y;::r :an woPrk out p, p. p3 =
W p, = P(X=1) etc. 5

-~
ol IO ST ) [ VI (e L T o, g

@ Now use the formulas — find the mean E(X) first:
ECX) = o = [0 5]+ 1 x 5] +[2 x 5]+ [3 x ]+ [4 x 5] =12 =3

For the variance you need E(X?):
EX) =Y xp = [0 x15]+[1 x15]+[2 x]51+[3 XT'] [ ’x%]:l:*—Q:g;.@

And finally: Var(X) = E(X?) - [EXN)2 = .225. _,[igi]z L

S1 SectioNn 3 — DiscrReTE RANDOM VARIABLES



128

The Geometric Distribution

When you think of the geometric distribution, think “fail, fail,..., fail, succeed!”

So it’s a bit like England at the Football World Cup, only the geometric distribution ends in a success.

letﬁc Distribution Mode

D GUWIERY I'm rolling a fair dice. Find the probability that | first roll a six:
a) on the 4th throw,
b) on the nth throw.

a) If the first ‘six’ occurs on the 4th throw, then the first 3 throws must all have landed on ‘not a six’.
SOIPlrSt S O A ION) = (2) L 2B i i e proabity o nsding 4 il forthe st s, =
b) If the first ‘six’ occurs on the nth throw, then the first (n — 1) throws must all have landed on ‘not a six’.

So P(first’six’ on nth throw) = (g) X % *EZ.'!_This is the probability of needing n trials for the first success. =

B conaiions)

Geometric Distribution Geo(p)

A random variable X follows a Geometric Distribution as long as these conditions are satisfied:

1) There is a sequence of independent trials with only two possible outcomes (‘success’ and ‘failure’).

2) There is a constant probability (p) of success at each trial.

3) Xis the number of trials before the first success occurs (including the ‘successful” trial).
In this case P(X =x) = p(1 -p)*~"forx=1, 2, 3... = __\ \F?.a:ldglm.vfalriabies Followlr:g/a /f_
— geometric distribution have an —

~ infinite number of possible values.
— - 7 AR 11 i ] \ A" \ NN

You can write X ~ Geo(p). The expected value is given by E(X) = %

B o oo

e g0d X is adiscrete random variable, and X ~ Geo(0.4).
a) Find: (i) PX=7), (i) P(X> 3), (m] E(X).

b) Show that P(X is a multiple of 2) =

ﬁ—q' where g =1 - p.

a) (i) PX=7)=0.4x0.6°=0.019 (to 3 d.p.)
(i) PX>3)=1-PX<3)=1-(PX=1)+P(X=2)+P(X=3))=1-(04 +0.4 x 0.6+ 04 x0.6) = 0216

(iii) E(X) = :15 = 515' =25
b) P(Xis amultipleof 2) = P(X = 2) + P(X = 4) + P(X = 6) + ...

=1 —pp+t(1.—pfp+ Q@ —=pip+: Fa:it;:zz tt?: tabkmﬁ ( k_tp)p
_(1 _p).p{‘l"'ﬂ "“p)z-f-('l wp.)‘.b } - e big brackets

ot %The thing in the big brackets is just the sum to
(Lo )C pT infinity of a geometric series (p65). So you
ey 1 -—_p q_ can write the sum using the formula: 5. = E .
= p)p X p(Z —p) Zi—=p- =1 +q Here the ratio (r) is (1 — p)*. !
Geometry means “measuring the earth” — so why is this a “geometric distribution”...

There’s nothing too horrendous about the geometric distribution really. If you didn’t follow the sum to infinity stuff, head
back to the Core 2 bit of this book and check it out — it’s a cracking read. Make sure you learn the conditions for the
geometric distribution — they won't always tell you if you're dealing with a geometric distribution in the exam.
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The Binomial Probability Function

This page involves counting the number of different arrangements of things — and it uses binomial coefficients to do it.
If you need a reminder about either of those topics, look back to pages 120-121.

inomial Coefficients to | A
A while ago you learnt that if D= Pisomethmg hag;pensl then 1 - p = Pithat thms’. doesn’t haDDen}

You'll need that fact now.
i Vv e el W o (O T A
) | ; ! i ~ On n tosses, with r heads !
DGR | toss a fair coin 5 times. Find the probability of: e - (?)_.
a) 0 heads, b) 1 head, ¢)2 heads. i ' =
- i A ways to arrange them (see p121). —
First, note that each coin toss is independent of the others. e (o the ; lieoaficiont.,
That means you can multiply individual probabilities together. AR T e Sl

a) P(0 heads) = P(tails) x Pf(tails) x P(tails) x P(tails) x P(tails) = 0.5° = 0.03125 P(ta:ls) P(heads) o 5 :

b) (1 head) P(heads}xP{talls)xP(talis]xP(talls) (taiis) \\\||\|‘.| Ry R NN R TR NN RN IS
Pitails) x P(heads) x Pitails) x Pltails) x P(tails) e are the (5) =5 Wagh tb airinge t headh b 4 tae”
P(tails) x P(tails) x P(heads) x P(tails) x P(tails) 1 ; . : .
(talls xP(talls)xP(‘tai[s)xP[heads)xp(tallsl Nrr|;||-I||I|-r|||||||.-1|||rI|-III||I|| 70, W 0 0
P(tails) x Pitails) x P(tails) x P(tails) x P(heads) Udn - o
| > = P(heads) x [P(tails)]* =
So Pf‘ héad5 05 ‘x m 5‘}‘ 2 ( )'-_-—‘ GDB'TZS X m Uv1 5625 7 : ® w[ay(s to a]rrange 1 head and 4 tails. :_
T " et e 1 st W A0 LAY 2 T e, Al S it 5 o, Y L

©) P(2 heads) = [P(heads)]* x [P(tails)]* x ways to arrange 2 heads and 3 tails = (0.5 X (0.5)' X = G3125

SN AR )

£
~ This is the probgbzltty Fungjlgn
for a binomial distribution — —

| see next page for more info. _
E AN [ T U A T T T T T 8

P(r successesin n trials) = (i) X [P(success)]” x [P(failure)]"”

19N 4RS | roll a fair dice 5 times. Find the probability of rolling: a) 2 sixes, b) 3 sixes, c) 4 numbers less than 3.

Again, note that each roll of a dice is independent of the other rolls.
a) For this part, call “roll a 6” a success, and “roll anything other than a 6” a failure.

‘IZ

Then P(roll 2 sixes) = (;) X (E) X (5)3 ==L o 1 o125 _ 5161 (to3d.p.).

6, 21315 3621 - o o e o

s ) " . — Notice ho ( ):(5) =

b) Again, call “roll a 6” a success, and “roll anything other than a 6” a failure. = 2 _ 3] 5
O 1% 75\ 51 1 5 lnfact,(n)——'( i )E

Then P(rolIBSIxes)—(B)x(g) x( ) 3121 X 276 X 36—0032 (to3d.p.). D :I H :! \ :\H

c) This time, success means “roll a 1 or a 27, while failure is now “roll a 3, 4, 5 or 6”.

Then P(roll 4 numbers less than 3) = (i) (3 x(5)= X g X 3 = 0.041 t03dp).

Let this formula for success go to your head — and then keep it there...

This page is all about finding the probabilities of different numbers of successes in n trials. Now then... if you carry out n
trials, there are n + 1 possibilities for the number of successes (0, 1, 2, ..., n). This ‘family’ of possible results along with their
probabilities is sounding suspiciously like a probability distribution. Oh rats... I've given away what’s on the next page.
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The Binomial Distribution

| know you're having so much fun learning all about random variables... well, there’s more to come. This page is
about discrete random variables following a binomial distribution (whose probability function you saw on p129).

1&&9 5 Conditi
Binomial Distribution: B(n, p)

A random variable X follows a Binomial Distribution as long as these 5 conditions are satisfied:

e e JPS I U 1 O D L A G e 3
2 Binomial random variables are discrete, —
2) Each trial involves either “success” or “failure”. = since they only take values O, 1, 2. n. =

LA A0 DTV TT TV VY voveh

1) There is a fixed number (n) of trials.

3) All the trials are independent.
n and p are the two parameters

of the binomial distribution.
5) The variable is the total number of successes in the s trials.  (Or n is sometimes called the ‘index')

4) The probability of “success” (p) is the same in each trial.

In this case, P(X = x) = (t) xp'x(1—py~ forx=0,1,2,..,n,and you can write X ~ B(n, p).

Which of the random variables described below would follow a binomial distribution?
For those that do, state the distribution’s parameters.

a) The number of faulty items (7) produced in a factory per day, if the probability of each item being faulty
is 0.01 and there are 10 000 items produced every day.
Binomial — there’s a fixed number number (10 000) of trials with two possible results (‘faulty’ or ‘not faulty’),

a constant probability of ‘success’, and T s the total number of ‘faulty’ items.
So (as long as faulty items occur mdgpg ndently) 7 ~ B(10 000, 0.01).

b) The number of red cards (R) drawn from a standard 52-card deck in 10 picks, not replacing the cards each time.
Not binomial, since the probability of ‘success’ changes each time (as I’'m not replacing the cards).

c) The number of red cards (R) drawn from a standard 52-card deck in 10 picks, replacing the cards each time.

Binomial — there’s a fixed number (10) of independent trials with two possible results (‘red’ or ‘black/not red’),
a constant probability of success (I’'m replacing the cards), and R is the number of red cards drawn. & ~ B(10, 0.5).

d) The number of times (7) | have to toss a coin before I get heads.
Not binomial, since the number of trials isn’t fixed.

e) The number of left-handed people (L) in a sample of 500 randomly chosen people, if the fraction of
left-handed people in the population as a whole is 0.13.
Binomial — there’s a fixed number (500) of independent trials with two possible results (‘left-handed’ or ‘not
left-handed’), a constant probability of success (0.13), and L is the number of left-handers. L ~ B(500, 0.13).

When | toss a grape in the air and try to catch it in my mouth, my probability of success is always 0.8.
The number of grapes | catch in 10 throws is described by the discrete random variable X.

a) How is X distributed? Name the type of distribution, and give the values of any parameters.
b) Find the probability of me catching at least 9 grapes.

a) There’s a fixed number (10) of independent trials with two possible results (‘catch’ and ‘not catch’),
acon robability of success (0.8), and X is the total number of catches.
Therefore X follows a binomial distribution, X ~ B(10, 0.8) .

b)  Plat least 9 catches) - — (9 catches) + P(10 catches)

_10 ) 8¢ 'I. 10 ‘noplo D
_[(Q)XO-E! X 02]+[(10)X03 x 0.2 |

= 0.268435... + 0.107374... = 0.376 (to3d.p.).

Binomial distributions come with 5 strings attached...

There’s a big, boring box at the top of the page with a list of 5 conditions in — and you do need to know it, unfortunately.
There’s only one way to learn it — keep trying to write down the 5 conditions until you can do it in your sleep.
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Using Binomial Tables

Your life is just about to be made a whole lot easier. So smile sweetly and admit that statistics isn’t all bad.

ik up Probabil :;_

3001483 | have an unfair coin. When | toss this coin, the probability of getting heads is 0.35.
Find the probability that it will land on heads fewer than 3 times when | toss it 12 times in total.

If the random variable X represents the number of heads | get in 12 tosses, then X ~ B(12, 0.35).
You need to find P(X < 2).

You could work this out ‘manually’...

P(0 heads) + P(1 head) + P(2 heads) = [(102) 035 % 0‘65“}+ [(12) X 0.35' X '0.65"} . {(]2) % 0.35% % 0.65"’]

1 \2
=0.0057 + 0.0368 + 0.1088 = 0.1513

@ But it's much quicker to use tables of the binomial cumulative distribution function (c.d.f.).
The c.d.f. of a distribution is a function that gives the probability that X will be
an ual o a particular value. So the tables show P(X < x), for X ~ B(n, p).
* First find the table for the correct values of n and p. Then the table gives you a value for P(X < x).

:gHere: n=12and p = 0.35.

2

yid 0.05 0.1 (.15 1/6 0.2 0.25 0.3 1/3 @ 0.4 0.45 0.5 0.55 0.6 0.65 23 0.7 0.75 0.8 5/6 0.85 0.9 0.95
x = 0 0.5804 02824 0.1422 0.1122 0.0687 0.0317 0.0138 0.0077 0.0057 00022 0.0008 0.0002 0.0001 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 G.0000 0.0000 0.0000 0.0000
| | 08816 0.6590 0.4435 03813 02749 0.1584 0.0850 0.0540 00424 0.0196 0.0083 00032 0.0011 00003 0.0001 0.0000 0.0000 00000 0.0000 0.0000 0.0000 0.0000 0.0000

2) 09804 0.8891 0.7358 0.6774 05583 03907 0.2528 0.
309978 09744 0.9078 0.8748 0.7946 0.6488 0.4925 0.
4

0.9998 09957 0.9761 09636 0.9274 0.8424 0.7237

0.0421 0.0193 00079 0.0028 0.0008 00005 0.0002 0.0000 0.0000 0.0000 0.0000 00000 0.0000
0.1345 0.0730 0.0356 00153 0.0056 0.0039 0.0017 0.0004 0.0001 0.0000 0.0000 0.0000 0.0000
0.3044 0.1938 0.1117 00573 0.0255 0.0188 0.0095 0.0028 0.0006 0.0002 0.0001 0.0000 0.0000
5110000 09995 09954 09921 0.9806 09456 08822 0822 0.5269 0.3872 02607 0.1582 0.0846 0.0664 0.0386 0.0143 00039 0.0013 0.0007 00001 0.0000
6| LO0DO 0.9999 0.9993 0.9987 09961 09857 09614 0.7393 0.6128 04731 03348 02127 01777 0.1178 00544 00194 0.0079 0.0046 00005 0.0000
T L0000 1.0000 09999 0.9998 09994 0.9972 0.9905 0.958 0.8883 0.8062 0.6956 0.5618 04167 03685 0.2763 0.1576 0.0726 0.0364 0.0239 0.0043 0.0002
8
9

10000 1.0000 10000 1.0000 0.9999 0.9996 0.9983 0.96b1 0.9944 09847 09644 09270 0.8655 07747 0.6533 0.6069 05075 03512 02054 0.1252 0.0922 0.0256 0.0022
1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 09998 0f£095 09992 09972 09921 09807 09579 09166 0.8487 08189 0.7472 0.6093 04417 03226 02642 01109 0.01%6
0.9999 0.9997 09989 09968 0.9917 09804 0.9576 0.9460 09150 0.8416 0.7251 0.6187 0.5565 0.3410 0.1184

0] L0000 1.0000 1.0000 10000 1.0000 10000 1.0000 V)
1| LOOGO 10000 1.0000 10000 LOODO LOOOO 1.0000 (L0000 1.0000 1.0000 0.9999 09998 09992 0.9978 0.9943 09923 09862 0.9683 0.9313 (.8878 0.8578 07176 0.4596
2 A«

0
L0000 10000 1.0000 1.0000 1.0000 1.0000 1.0000/1.0000 1.0000 1.0000 10000 10000 1.0000 1.0000 1.0000 1.0000 1.0000 10000 1.0000 LOODO 1.0000 10000 1.0000

LS T M o I o I

L] = . ,
Jouneet = 20 -7 See p150 for more binomial tables. =
* The table tells you this is 0.1513. A WA RER R RUARRTR e

Ictise using

Binomial tables can be a bit awkward. Make sure you know how to find out what you want to know.

SV 0d | have a different unfair coin. When I toss this coin, the probability of getting tails is 0.6.
The random variable X represents the number of tails in 12 tosses, so X ~ B(12, 0.6).

If I toss this coin 12 times, use the table above to find the probability that:

a) it will land on tails at least 9 times,

b) it will land on heads exactly 9 times,

c) it will land on heads at least 6 times,

d) it will land on tails more than 3 but fewer than 6 times.

AR

AT TE T e cio :1}\P\{e:rer\1t\ha“p;;elnsi} =1 J—,P(:?vlzr:t aoésr;'tl hla;:lapleg)’, n /f_,_
a) PX29)=1-PX<9 =1-PX=<8)=1-0.7747 = 0.225349/ 2) PIX <'9) = P{X<:8); 45 X takés whole humber values =

b) This means exactly 3 tails. NN T L R e e
P SRS R S SO0 ISS 00000 e " orBI =P+ PB vith the -

' mutually exclusive events "X < 2 " and "X =3

to get P(X £3) =P(X < 2) + P(X=3). :
Or you can think of it as "subtracting P(X < 2) =
from PIX < 3) leaves just POX =37, =

T I S

c) At least 6 heads means 6 or fewer tails. P(X<6)=0.3348
d) PB<X<6)=PX <5 -PX<3)=0.1582-0.0153 =0.1429

gyl
\\\1|| v

)

Statistical tables are the original labour-saving device...

...as long as you know what you're doing. Careful, though — it's easy to trip yourself up. Basically, as long as you can find
the right value of n and p in a table, you can use those tables to work out anything you might need. So hurrah for tables.
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Mean and Variance of B(#n, p)

You know from page 127 what the mean (or expected value) and variance of a random variable are.
And you also know what the binomial distribution is. Put those things together, and you get this page.

T Y T Hh ok 7
Greek letters (e.g. p) often shaw

something based purely on theory —
rather than experimental results. _

If X ~ B(n, p), then:
Mean (or Expected Value) = p.t E(X) = np e o p g s TS T

~
o

and loads of readings. It's a “theoretical mean” — the mean of experlmental results is unllker to match it exactly.

G0 If X ~ B(20, 0.2), what is E(X)?

Just use the formula: E(X)=np=20x0.2=4

D GNIEER What's the expected number of sixes when | roll a fair dice 30 times? Interpret your answer.
If the random variable X represents the number of sixes in 30 rolls, then X ~ B(30, .%] ;

So the expected value of X'is E(X) = 30 x % =5

If I were to repeatedly throw the dice 30 times, and find the average number of sixes
in each set of 30 throws, then | would expect it to end up pretty close to 5.
And the more sets of 30 throws | did, the closer to 5 I'd expect the average to be.

Notice that the probability of getting exactly 5 sixes on my next set of 30 throws = (3;3) X (é—)ﬂ X (fg‘)" = 0192

So I'm much more likely not to get exactly 5 sixes (=1 — 0192 = 0.808).
This is why it only makes sense to talk about the mean as a "long-term average”, and not as "what | expect to happen next”.

1 Binomial

Variance of a Binomial Distribution

N : S T i, ol N 7 s Y (o i O
If X B-(PI, P); then: il For a binomial distribution, P(success) :
Variance = Var(X) = 6% = np(1 - p) = npq _ is usually called p, and P(failure) is —
sometimes called g (=1 — p). 3

Standard Deviation =6 = /up(1—p) = /apqg | =, T 00 20 (o

D GWIAES If X~ B(20, 0.2), what is Var(X)?
Just use the formula: W@ﬂﬂﬂ(‘l——p}:ﬁo x 0.2

SN IARY If X ~ B(25,0.2), find:a) PX < y), b)PX<p-0), ¢ PX<p-20)

E{.&I’—" -—-*‘2555&'&.2 =5, and V&rm-m"-—ZSR alx (1-0.2) =4, which gives 6 =2.
So, using tables (for n =25 and p = 0.2): a)PX = W) =PX < 5) = 0.6167
SR E B b)PX=pu-0)=PX<3)= 0.234{)
g 7ee page 1905 P S -20)=

For B(n, p) — the variance is always less than the mean...

Nothing too fancy there really. A couple of easy-to-remember formulas, and some stuff about how to interpret these figures
which you've seen before anyway. So learn the formulas, put the kettle on, and have a cup of tea while the going’s good.
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Binomial Distribution Problems

That's everything you need to know about binomial distributions (for now).
So it’s time to put it all together and have a look at the kind of thing you might get asked in the exam.

A double-glazing salesman is handing out leaflets in a busy shopping centre. He knows that the probability of each
passing person taking a leaflet is always 0.3. During a randomly chosen one-minute interval, 30 people passed him.

a) Suggest a suitable model to describe the number of people (X) who take a leaflet.
b) What is the probability that more than 10 people take a leaflet?

c) How many people would the salesman expect to take a leaflet?

d) Find the variance and standard deviation of X.

a) During this one-minute interval, there’s a fixed number (30) of independent trials with two possible results

(“take a leaflet” and “do not take a leaflet”), a constant probability of success (0.3), and X is the total number
of people taking leaflets. So X~ B(30, 0.3) .

b) P(X>10)=1-PX <10)=1-0.7304 = 0.2696
c) The number of people the salesman could expect to take a leaflet is E(X};-_—-.r_q) =30x0.3=9
d) Variance = np(1 —p)=30x 03 x (1 -0.3)=6.3  Standard deviation = y6.3 = 2.51 (to 2d.p.)

3 Use bmomlal tables For thls - see p1SO -

A student has to take a 25-question multiple-choice exam, where each question has five possible answers,
of which only one is correct. He believes he can pass the exam by guessing answers at random.

a) How many questions could the student be expected to guess correctly?

b) If the pass mark is 10, what is the probability that the student will pass the exam?

c) The examiner decides to set the pass mark so that it is at least 3 standard deviations above the
expected number of correct guesses. What should the minimum pass mark be?

\\\\\\liil.fr:!//

Let X be the number of correct guesses over the 25 questions. Then X ~ B(25, 0.2). <@, Define your random variable first, =
a) EX) = np=25%x02=5 ~ and say how it will be distributed. —

b) PX=10)=1-PX<10)=1-PX<9)=1-0.9827 =0.0173

-€) Var(X) = np(1 —p) = 25 x 0.2 x 0.8 = 4 — so the standard deviation = v/4 = 2.
So the pass mark needs to be at least 5+ (3 x2)=11.

| am spinning a coin that | know is three times as likely to land on heads as it is on tails.
a) What is the probability that it lands on tails for the first time on the third spin?

; s ; S —_— Cha :
b) What is the probability that in 10 spins, it lands on heads at least 7 times? JabA S LA L L s ;o/
You know that P(heads) = 3 x P(tails), and that P(heads) + P(tails) = 1. I “5('? one of the b'”‘;m'a]bform“;as =
i - H = t' tric distribution -
This means that P(heads) = 0.75 and P(tails) = 0.25. // 5 2GR RN

a) P(lands on tails for the first time on the third spin) = 0.75 x 0.75 x 0.25 = 0.141 (to 3 d.p.) .
b) If X represents the number of heads in 10 spins, then X ~ B(10, 0.75) .
PXZ 7 =1-PX<?)=1-PX=6)=1-0:2241=0.2759

Proof that you shouldn’t send a monkey to take your multi-choice exams...
You can see now how useful a working knowledge of statistics is. Ever since you first started using CGP books, I've been
banging on about how hard it is to pass an exam without revising. Well, now you can prove | was correct using a bit of
knowledge and binomial tables. Yup... statistics can help out with some of those tricky situations you face in life.
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Correlation

Correlation is all about how closely two quantities are linked. And it can involve a fairly hefty formula.

Sometimes variables are measured in pairs — maybe because you want to find out how closely they're linked.
These pairs of variables might be things like: — 'my age' and 'length of my feet', or
— 'temperature' and 'number of accidents on a stretch of road'.

You can plot readings from a pair of variables on a scatter diagram — this'll tell you something about the data.

£ 20t : The variables 'my age' and 'length of my feet' o 20}
S seem linked — all the points lie close to a line. € s
E 16 _ = 4= Aslgotolder, my feet got bigger and bigger b6 T ;
> i (though | stopped measuring when | was 10). Tl ||
_g 8 5 8 = % i
Bo :
S 4| It's a lot harder to see any connection between the 4 = %
B2 variables 'temperature' and 'number of accidents' _"
0l 2 7] 3 & 0 — the data seems scattered pretty much everywhere. 0 = 10 15 20 I~
My age Temperature (°C)

elation is a measure ¢

1) Sometimes, as one variable gets bigger, the other one also gets bigger — then the scatter diagram | k
might look like the one on the right. Here, a line of best fit would have a positive gradient. —.l_ i

The two variables are positively correlated (or there's a positive correlation between them). :

%

2) But if one variable gets smaller as the other one gets bigger,
<= then the scatter diagram might look like this one — and the
<] line of best fit would have a negative gradient. .

x The two variables are negatively correlated (or there's a =
i negative correlation between them). -

3) And if the two variables aren't linked at all, you'd expect a random —==
scattering of points — it's hard to say where the line of best fit would be.
The variables aren't correlated (or there's no correlation).

I@UCt-Moment Corre

1) The Product-Moment Correlation Coefficient (PMCC, or r, for short) measures how close
to a straight line the points on a scatter graph lie.

2) The PMCC is always between +1 and —1.
If all your points lie exactly on a straight line with a positive gradient (perfect positive correlation), r = +1.
If all your points lie exactly on a straight line with a negative gradient (perfect negative correlation), r = -1.
(In reality, you'd never expect to get a PMCC of +1 or -1 — your scatter graph points might lie pretty close to a
straight line, but it's unlikely they'd all be on it.)

3) If r=0 (or more likely, pretty close to 0), that would mean the variables aren't correlated.

4) The formula for the PMCC is a real stinker. But some calculators can work it out if you type in the pairs of readings,

which makes life easier. Otherwise, just take it nice and slow. SANNNNN Y I A
~ This is the easiest one to use, but =
4 - A3y *ﬁ?‘t.s, still a bit hefty. Fortunately, -
e o Yix—xly—7] - DXy — % % /It;" fJeloT )l(olurlfo\rrTuL‘a Sf‘e\etﬂ\ R
Su8y  JElx =Py —TF) \/( : [EI]I)( [EJ’F) SE AT A
EJ&' i Eyz e = See pages 139-140 for —
~more about S _, S _and SH.:_

I AT (L T (T T T TR, i
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Correlation

Don't rush questions on correlation. In fact, take your time and draw yourself a nice table.

NN !llustrate the following data with a scatter diagram, and find the product-moment correlation coefficient ()
between the variables x and y.
If p=4x-3 and g =9y + 17, what is the PMCC between p and ¢?

x| 1.6 2.0 2.1 2.1 2.5 2.8 2.9 33 34 38 4.1 4.4
Y1114 118 115|122 ] 12.5( 12.0| 129 13.4 | 12.8| 134 | 142 | 14.3
1) The scatter diagram's the easy bit — just plot the points. %QN ety
Now for the correlation coefficient. From the scatter diagram, the points lie wl M .
pretty close to a straight line with a positive gradient — so if the correlation i3 Xy
coefficient doesn't come out pretty close to +1, we'd need to worry... "; ERT
2) There are 12 pairs of readings, so n.= 12. That bit's easy — now you have " ’
to work out a load of sums. It's best to add a few extra rows to your table... “: e
x 1.6 2 2.1 2.1 2.5 2.8 2.9 33 34 3.8 4.1 4.4 35 =Xy
11.4 11.8 11.5 12.2 12.5 12 12.9 13.4 12.8 13.4 14.2 143 152.4 =%y
< | 256 4 441 441 6.25 784 | 841 1089 | 11.56 | 1444 | 1681 | 1936 | 11094=1%¢
3 | 12996 | 139.24 | 13225 | 14884 | 15625 | 144 | 166.41 | 179.56 | 163.84 | 179.56 | 201.64 | 204.49 | 1946.04 =%y
xv | 1824 | 236 | 2415 | 2562 | 3125 | 336 | 3741 | 4422 | 4352 | 5092 | 5822 | 6292 | 453.67=Zxy
Stick all these in the formula to get: r= [453:.67 . X1;52.4] S A AR (Y
I 3es _ : 1 /8857 X 10.56
‘/[1 10.94 — %] X [1 946.04 — ‘—51221] 887X 1056 453 < f)
\\I\I\\\IIIIFZJJIKI///
= This is pretty close to 1, so there's a strong —
- positive correlation between x and . 5
F i A0 | (Y A0 IO T T T A A \ vy N ™

3) Correlation coefficients aren't affected by linear transformations —
you can multiply variables by a number, and add a number to them,
and you won't change the PMCC between them.

So if p and g are given by p = 4x -3 and ¢ = 9y + 17, then the PMCC between p and g is also 0.948.

n't make Sweeping

P 4L

1) A high correlation coefficient doesn't necessarily mean that one factor causes the other.

D NIHNY The number of televisions sold in Japan and the number of cars sold in America may well be
correlated, but that doesn't mean that high TV sales in Japan cause high car sales in the US.

201

2) The PMCC is only a measure of a linear relationship between two variables x
(i.e. how close they'd be to a straight line if you plotted a scatter diagram).

In the diagram on the right, the PMCC would be pretty low, but = 8 -
the two variables definitely look linked. It looks like the points ik i
lie on a parabola (the shape of an x? curve) — not a straight line. '

EXAMPLE

What’s a statistician’s favourite soap — Correlation Street... (Boom boom)
It's worth remembering that the PMCC assumes that both variables are normally distributed — chances are you won't get
asked a question about that, but there’s always the possibility that you might, so learn it.
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Linear Regression

Linear regression is just fancy stats-speak for 'finding lines of best fit'. Not so scary now, eh...

3 which is the Indepen fer

30071484 The data below shows the Ioad ona lorry, (in tonnes) and the fuel efficiency, y (II‘I km per Ittre)

X 5.1 56 | 69 | 63 |68 | 74 | 78 | 85 | 9.1 9.8
y 96 | 95 | 86 | 80 | 7.8 | 6.8 6.7 6 54 | 54
124
1) The variable along the x-axis is the explanatory or -
independent variable — it's the variable you can control, B A
or the one that you think is affecting the other. g’ A
The variable 'load' goes along the x-axis here. £° e
2) The variable up the y-axis is the response or dependent 2 g
variable — it's the variable you think is being affected. i
In this example, this is the fuel efficiency. s 5 AT P 0 2
joad (tonnes)

To find the line of best fit for the above data you need to work out some sums.
Then it's quite easy to work out the equation of the line. If your line of best fit is y = a + bx, this is what you do...

@ First work out these four sums — a table is probably the best way: Y x, Yy, ¥ »*, ¥ xy.

5.1 5.6 59 6.3 6.8 7.4 7.8 8.5 9.1 9.8 72.3 = Xx
y 9.6 9.5 8.6 8 7.8 6.8 6.7 6 5.4 5.4 73.8=2%y
x| 26.01| 31.36 | 34.81 | 39.69 | 46.24 | 54.76 | 60.84 | 72.25 | 82.81 [96.04 |544.81 = Xx’
xy | 48.96| 53.2 | 50.74| 50.4 | 53.04 | 50.32 | 52.26 51 49.14 152.92 |511.98 = Zxy
Then work out S_, given by: S = x—=X)y—7)= Zn—L‘rif—Z—ﬂ NANAN NN NN s

! = These are the same as the terms used =
. s 3 (_Z-T ¥ M:-::? to work out the PMCC (see p137). =
and Su’ g|\-"en by: S‘__‘_ = Z(x —% )h = Z.\' — n B I I A B A Y L T T T R T W (T e

. n : . . Sn'
The gradient (b) of your regression line is given by:b:S_ﬂ I U SR i b b g
And the intercept (a) is given by: @ = v — bx.

~  Loads of calculators will work out regression lines for ~_
_ you — but you still need to know this method, since

. they might give you just the sums from Step 1.
A F R T T R ke

-

LI U

@O ©®

Then the regression line is just: y = a + bx.

\\‘-'.\\I'.lffiax.r/

EXAMPLE BRELERGE equation of the regression line Of}f on x for the data above. <===The' regression line of y on X' means
that x is the independent variable,

e

-
Fd

1) Work out the sums:  Jx = 72.3,):}: =73.8, Yx* = 544.81, Yay =511.98. ,And s the dependent Tar:ab\[e\ N
2) Thenwork outS_andS : S =511.98 — 723 ff] 738 _ .594,S_=544.81 — Z—".l%’:-— =22.081

3) So the gradient of the regression line is: b= —22219.58%4 =-0.978 (to 3 sig. fig.) :Remember: T %

4) And the intercept is: ‘@ = &— bL 13—3 —(—0.978) x 223 = 14.451 2145 (to 3 sig. fig)

5) This all means that your regression line is: y= 14.5 - 0.978x = The regression fine always goes: =

= through the pcunt (%, y}

- I W S

This tells you: (i) for every extra tonne carried, you'd expect the lorry’s fuel efficiency to fall by 0.978 km per ||tre, and
(ii) with no load (x = 0), you'd expect the lorry to do 14.5 km per litre of fuel.-q::,Assummg L
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Linear Regression

2)

3)

A residual is the difference between an observed y-value and the y-value predicted by the regression line.

Residual = Observed y-value — Estimated y-value

Residuals show the experimental error between
the y-value that's observed and the y-value your
regression line says it should be.

Residuals are shown by a vertical line from the

actual point to the regression line.

Ideally, you'd like your residuals to be small —
this would show your regression line fits the data
well. If they're large (i.e. a high percentage of
the dependent variable), then that could mean
your model won't be a very reliable one.

A

10 AN
g > The residuals are =
= ~ shown in s
= I/zaaruuqr?y\\“
£
= 8
=
o
c
B
=
= 6
= A regression line always
2 goes through the point (%, y).

4 >

load (tonnes)

Bt uld For the fuel efficiency example on the last page,
calculate the residuals for: (i) x = 5.6,

(ii)x=7.4.

A positive residual means the regression line is too low for that value of x.
A negative residual means the regression line is too high.

L U O U A A A W I U A A A A Y L A 5
This kind of regression is called Least Squares Regression, because you're finding the equation of the line which -

minimises the sum of the squares of the residuals (ie. > e is as small as possible, where the e, are the residuals).

ZU PP r Py Ny U S LT ey vy

[E¥eu can aiso Find the Reg

The formulas on the previous page give you the ‘regression line of y
on x’, which you use when x is the independent variable and y the
dependent variable. But if y is actually the independent variable,
then you need the ‘regression line of x on y'.

1) In that case, your regression line will be x = ¢ + dy,

T
STandc =X —dy.

2) And your residuals will look like thiste—0uw—ou_____

Ve X F T Ll S
You can't just rearrange the regression line

Ny A

where: d =

~ N M
~

of y on x to get the regression line of x on y.

> You must work it out from scratch.
LA O B R ST AN I T I VI S TR T T

P
—

| predicted I'd win a million on the lottery — but the residual turned out to be large...

Residuals are errors in the dependent variable — not the independent variable. The regression equations on the previous
page will be in your formula booklet, so you don’t need to learn them, but practise using and interpreting them.
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More About Regression and Correlation

You can use your regression line to predict values of the dependent variable.
But it's best not to do this for values of the independent variable outside the range of your original table of values.

D40 Use your regression equation from p139 to estimate the value of y when: (i) x = 7.6, (ii)x=12.6

(i) Whenx=7.6,y=-0.978 x 7.6 + 14.5 = 7.1 (to 2 sig. fig.). This should be a pretty reliable guess,
since x = 7.6 falls in the range of x we already have readings for — this is called interpolation.

(i) Whenx=12.6, y=-0.978 x 12.6 + 14.5 = 2.2 (to 2 sig. fig.). This may well be unreliable since
x=12.6 is bigger than the biggest x-value we already have — this is called extrapolation.

- s

¥

Qutliers can also be a problem — they can have
a big effect on the regression line’s equation, and
drag it far away from the rest of the data values.

Here, the circled data value is an outlier. =———p

jﬁﬂ’s Rank Correlation

You can use the SRCC (or r, for short) when your data is a set of ranks. (Ranks are the positions of the
values when you put them in order — e.g. from biggest to smallest, or from best to worst, etc.)

Regression line
including outlier.
x

>

Regression line
ignoring outlier.

L Aal

3L 40d  Atadog show, two judges put 8 labradors (A-H) in the following orders, from best to worst.
Calculate the SRCC between the sets of ranks.

Position 1st 2nd 3rd 4th Sth 6th 7th 8th
Judge 1: B C E A D F G H
Judge 2: C B E D F A G H
First, make a table of the ranks of the 8 labradors — i.e. for each dog, write down where it came in the show.
Dog A B C D E F G H
Rank from Judge 1: 4 1 2 5 3 6 7 8
Rank from Judge 2: 6 2 1 4 3 o 7 8

Now for each dog, work out the difference (d) between the ranks from the two judges — you can ignore minus signs.

Dog A B C D E F G H
d 2 1 1 1 0 1 0 0
Take a deep breath, and add another row to your table — this time for ¢:
Dog A B C D E F G H Total = Xd°
d 4 1 1 1 0 1 0 0 8

e o BRI Y N T T T Y B -

> This formula is given - 7 n(nz i 1) == ince only d? is used to work out the SRCC.

-
- on the formula sheet.~ T R AR R R R N RN R
FA T ELT TP IV vua s

-

Then is: N R R N G I IR R S S
e e aRCL, I.s ‘ -1 620’3 = You can ignore minus signs when you work out d,

6><8 48 : . . M‘\\\\\\!\lll’lr’a’fn’fJ//
— OeRLO. il AN B905 o Ssigafis) = nterpret r in the same way as you'd
8 x(8°—1) 504 6118 = interpret the PMCC (see p137).

— this is close to +1, so the judges ranked the dogs in a prefty similarway. = """/ttt n

Sohere, n=1—

IR

99% of all statisticians make sweeping statements...

Be careful with that extrapolation business — it’s like me saying that because | grew at an average rate of 10 cm a year for
the first few years of my life, by the time I'm 50 | should be 5 metres tall. (There’s still time, but | can’t see that happening.)
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